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ABSTRACT 

 

Graph learning is a rapidly growing field in machine learning. Despite its success, there are 
several concerns about the trustworthiness of graph learning models. In my research, I 
focus on two important issues in trustworthy graph learning: fairness and privacy. Fairness 
aims to mitigate bias introduced or amplified during the learning process. Privacy requires 
that the privacy of the data and model parameters, which are regarded as confidential 
information belonging to their owners, should be protected. 
 
In terms of fairness, we focus on fairness in social network analysis and deep 
recommender systems. For social network analysis, we formalize the definition of bias in 
link prediction by providing quantitative measurements of accuracy disparity. And we 
design the methods to mitigate the bias based on the unfairness definition. For deep 
recommender systems, we define a new notion of individual fairness from the perspective 
of items to deal with item popularity bias in recommendations. We design two bias 
mitigation methods, namely embedding-based re-ranking and greedy substitution, that can 
achieve individual fairness on deep recommender systems.   
  
Regarding privacy, we propose three types of attacks, property inference attacks against 
GNNs by which the attacker can infer the sensitive properties of nodes and links in the 
training graph, link membership inference attacks against unsupervised graph learning and 
graph contrastive learning models, in which the attacker aims to infer the presence of a 
particular edge in the training graph, subgraph membership inference attack against GNNs 
that the attacker attempts to infer whether a given node set corresponds to a k-clique or 
(k-1)-hop path or neither in the training graph. Furthermore, we design new 
defense mechanisms to defend against these attacks.  


